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order r. In this way, it is possible to construct various iterative formulas of higher order
for finding single roots of nonlinear equations and all simple or multiple roots of algebraic
polynomials, simultaneously. For demonstration, two iterative methods of the fourth order
Nonlinear equations in ordinary (real or complex) arithmetic and an iterative method in interval arithmetic are
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1. Introduction

Fundamental and challenging results of Traub [1] on a general theory of iteration algorithms for the numerical solution
of nonlinear equations were developed almost half a century ago. However, many contributions from Traub’s 1964 book
are still inspiring and are real. Recently, many worth variants on Traub’s classic results were presented in [2]. In this paper,
we also consider some of Traub’s classic results from 1964. We restrict our study to Traub-like accelerating generator for
iterative methods for finding simple or multiple roots of nonlinear equations f (x) = 0. In particular, we construct iterative
methods for the simultaneous determination of polynomial roots in ordinary and interval arithmetic. All of these methods
are produced by suitable accelerating generator of iteration functions. An iterative method of the order of convergence of
r + 1is generated from the previous method of order r using a special transformation. Such an accelerating generator was
proposed in [3]. Here we presented another one based on Traub’s recurrence relation [1].

Let « be the zero of a function f of multiplicity m. Following Traub’s terminology [ 1], we will say that an iteration function
¢ is of order r and write ¢ € K; if it defines an iterative method of order r. To generate the basic sequence of root-solvers,
Traub [1] derived the following differential-difference recurrence relation

@
fro’
where ¢, (x) is a given iteration function which defines the iterative method of the order of convergence r. The recurrence

relation (1) starts with Newton’s methods ¢,(x) = N(X) = x — f(x)/f'(x) (for simple roots) and ¢,(x) = N(X) =
x — mf (x)/f'(x) (for multiple roots). In the case of simple roots, the generated sequence

Ore1(X) = ¢ (%) — $u(x>¢;(x>, u(x) (1)

E,=N® =x—u®X), E=E—AM®uX?’  E=E—QQAK*—A®u®X? ...
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makes the well-known Schroder-Koénig family E = {E,, E3, E4, ...} of the first kind, see [4,1], where A (x) =
FO@ /K X))

The following natural question arises: Is it possible to take an iteration function ¢, & E and still generate an iterative
method of order k+ 1? The study of this question is the main goal of this paper; we show that the relation (1) can be used for
generating iterative formulas starting not only from the mentioned Newton methods ¢, (x) but from any iterative method
of arbitrary order r (Section 2). In this way it is possible to construct various iterative formulas of higher order for finding
single (simple or multiple) root of nonlinear equations (Section 3) and all simple or multiple roots of algebraic polynomials,
simultaneously (Section 4). In Section 5, we derive a root-relation which is convenient for the construction of an iterative
method for the simultaneous inclusion of simple or multiple roots of an algebraic polynomial. For simplicity, the abbreviation
L.E. will henceforth be used for iteration function.

2. Traub’s accelerating generator of iterative methods

We start from the well-known assertion on the order of convergence of iterative root-finding methods.

Theorem 1 (Traub [1, Theorem 2.2]). Let ¢ be LF. such that ¢ and its derivatives ¢', . . ., ¢ are continuous in the neighborhood
of a zero « of a given function f. Then ¢ defines an iterative method of order r if and only if
p@=a @@=-=¢"@=0 9”@ #0. )

The following theorem is concerned with the acceleration of iterative methods by using Traub’s relation (1).

Theorem 2. Let ¢, (x) be an LF. which defines the method x;.1 = ¢:(xx) (k = 0, 1, ...) of order r for finding a simple or multiple
zero of a given sufficiently many times differentiable function f. Then the iterative method
m
X1 = @rp1(Xi) = @r (Xp) — ?U(Xk)fﬂ;(xk), (r=2,k=0,1,...), (3)
originated from (1), where m denotes the multiplicity of the above-mentioned zero, has the order of convergence r + 1.

Proof. For two real or complex numbers z and w we will write z = Oy (w) if |z] = O(Jw|) (the same order of their moduli),
where O represents the Landau symbol.
Let us introduce the error ¢ = x — «. Since ¢, € K;, bearing in mind the relations (2) we find by Taylor’s series

1
(pr(x) =+ Fgar(r) (a)gr + mq0r(r+1)((){)gr+1 + OM(8T+2)’ (4)
and
_ 1
o0 = o i@ 4 Sl @) + o™, 5)

Letf(x) = (x — a)"g(x), g(a) # 0.Hence

_f e £2g®

0 m m? g(x)
By virtue of (4)-(6), we get

u(x) + om (). (6)

mu(x) ,
ri1(X) = @r(x) — Tgor(x) =a+

1 (g/(x) @ o)

8r+1+OM(8r+2).
r'\ gx) m r

Hence, ¢, 1(X) — a = Oy (&"*"), which means that ¢, 1 € K;1. O

In what follows, we will demonstrate three applications of Traub’s accelerating generator (3) to derive some new iterative
formulas in connection with Traub’s inspired results.

3. Application 1: fourth-order method for a single root

Let Ay (x) = F®(x)/(k!f’(x)) as above. The third-order Halley-like method for finding a multiple zero o of multiplicity m
of a real or complex function f is defined by (see, e.g., [5,6])

_ 2u(x)
(m+1)/m — 2u(x)Ay(x)”

H(x) =x
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Let us note that H ¢ E. Finding H’' (x) and applying Traub’s formula (1) in the form

mu(x)
Hy(x) = H(x) — TH (%)

with r = 3, after short arrangement we obtain the fourth-order iterative method (omitting argument x of u, A, and As)
mu<7 +6m — m? — 12muA; + 12m?u®(A3 —A3)>
3(m+ 1 — 2muA,)>? '
In the case of a simple zero (m = 1), the above iterative formula reduces to
u(l — Uy + 1P (A — Ag))

(1 — UA2)2
We can continue to generate higher-order methods using H,4 in (1), and so on, but these iterative formulas are rather
cumbersome.

Hy(x) = x —

Hi(x) =x —

Remark 1. Higher-order methods derived in this paper have a structure of the form

bo — bif () — bof (0 — - — bpyf (W)P
T—af® —af®? = —cf 0T

If approximations x are reasonably close to the zero «, then |f (x)| is small enough. The above polynomial form (in f (x)) of
the numerator and denominator prevents negative effect of rounding errors. However, the disadvantage of higher-order
iterative formulas comes from the use of derivatives of higher order, which increases the total computational costs of these
fast but expensive methods. This means that one-point iterative methods of a very high order are not suitable for practical
application.

X=x—

4. Application 2: fourth-order simultaneous method

Let f(x) = x" + a,_1x" ' + -- - 4+ a;x + ag be a monic polynomial (leading coefficient is 1) of degree n having real or

complexrootsay, ..., «, (v < n) of multiplicities 1, ..., u,, respectively,andletl, = {1, ..., v} be the index set. Assume
that x is an approximation to the root «; which is improved iteratively, and let xq, . .., X;_1, Xj+1, . . . , X, be approximations
to the remaining roots which are fixed during the iterative process. Consider the LF.
i
MO =x- 5~ )
u(x) . XX
jeh\{i}
which defines, in fact, the modified Newton method of the form
~ if (x
M(x) =x — A, (A is a real parameter), (8)
frx) + Af (x)

studied by numerous authors. The form (7) was analyzed by Maehly [7] for simple roots. It is known that the iteration
function (8) defines a quadratically convergent method; see, e.g., [8]. Therefore, the iteration function M (x) given by (7) also
defines a quadratically convergent method.

For simplicity, introduce the abbreviation

Ski(x) = Z S -

. (k=1,2).
jeriy (X =%

Then

ki (u(X)252.i(X) + “(X){‘///((:; - 1)

M) =1+ 5
(1= usii)
Let us apply Traub’s accelerating formula (1) to the iteration function (7) taking r = 2, then we obtain

it (X)

M) = M(x) — 5

M'(x)

piu(x) (1 — i+ Uit — u(0(s2,(0) — u,-sz,,-o«)))

= x— uiux) —
: 2(1 — u()S1,; ()’
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The LF. M (x) defines the third-order method assuming that only the approximation x to the root ¢; is iterated. Obviously,
the method (9) applied in this manner is inefficient and has little practical importance. For this reason, let us assume now
that all approximations X1, ..., X, (with x = x;) are improved simultaneously in the course of iterative process. Then the
iterative formula (9) becomes

Miui(1 — Ki+ Uiuifu&i; —ui (St — Misz,i))
X = M) = xi — pitli — 5 (iel), (10)
2(1 — u;S1,)
where we introduce u; = u(x;), Sk.; = Sk.i(x;) and X; is a subsequent approximation. The iterative method (10) can serve for
the simultaneous determination of multiple roots of a polynomial. In what follows all quantities in the subsequent iteration
will be denoted by the symbol”.
As mentioned above, the LF. M(x) is of the second order if only one approximation is iterated in the iterative process.
If all approximations are simultaneously improved, then the method defined by X = M(x;) is the Ehrlich-like third-order
method for multiple roots (see [9,10]). In a similar way, M (x;) defines the fourth-order method, which is the subject of the
following theorem.

Theorem 3. Assume that approximations x1, ..., X, are sufficiently close to the roots ay, ..., «,. Then the iterative method
defined by (10) has the order of convergence four.

Proof. Let
Wi
Tk,i = Z —Jk (k = 1,2).
jeh\{i} (Xi - Olj)

Starting from the factorization f (x) = [],_, (x — )", we find

d & & W
—log(f() = = —, (11)
dx fx) X
f (x) f’(X)2 —ff'® _ - M (12)
f® f @2 S (x— )
Taking x = x; in (11) and (12), and introducing the error &; = x; — «;, we obtain
1 i . &
— = — +T;;, thatis,uj=—"—, 13
W C it e (13)
and (using (13))
f"(x:) T i Wi+ &iTy i &ila,
; =——— —uh;= - — . (14)
) w g &i si(pi +&iTr) i+ &l
Substituting (13) and (14) in (10), after extensive but elementary calculations we obtain
_ 3 (26i(T1i = $1.0°Tr,i + i(Tyi = S1) BT = S1) + K3 (T2 = S2) )
M) — a; = . (15)

2(pi + &iT1) (i + &i(Tri — S1.0))?
Assume that ¢ € {eq, ..., &,} is the error of the largest modulus but preserving the same order of moduli of all errors,
that is, |&;| = O(Je]). Since

1 HjEj
. zm< ):—z—:ow),
jel\ i) 4 X X jel\{i) ( o) (Xi — %))

and

1 1 Mjsj(Zx,- —Xj — O[j)
T — 5= M — =— = Oum(e),
jeg\:{,-} i —oy)*  (xi — X)) JE,X\: (xi — o)* (x; — x})?

returning to (15) and bearing in mind that the denominator of (15) tends to 2,ui3 as g; — 0, we find
& =Xk — o = M(x;) — o = &} Oy (e) = Oy ().

This means that the order of convergence of the simultaneous method defined by (10) is four. O
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If all roots are simple (.1 = - -+ = u, = 1), then the iterative formula (10) reduces to
u? <§/&‘)) —ui(S7; — 52,1))
M(Xi):Xi—Ui— 2 (l:]" sn)a
2(1 — u;Sy,)
where Sii = >y —L - (k=1,2).
X,’—Xj

Combining (3) and (9) we can construct iterative method of the fifth order for simultaneous finding simple or multiple
roots of polynomials, which can be further accelerated using (3).

5. Application 3: inclusion method for polynomial roots

Substituting the sums Sy ; and S, ; by the sums Ty ; and T, ; (respectively) in (9), we obtain

Willi <1 — Mi+ ui//viff/((;ii)) —uf(TF; — MiTz,i)>

M*(X,‘)ZX,'—,LLI‘U,'— (i=1,...,\)). (]6)

2(1—uy,)?

Lemma 1. M*(x;) = «;.

The proof is straightforward by substituting (11) and (12) in (15). _

In this section real or complex intervals are denoted in bold. Let X; := M (x;) be a real or complex interval extension
of M*(x;) obtained by substituting the roots «; (j # i) in the sums Ty ; and T, ; on the right-hand side of (15) by (real or
complex) intervals X; that contain these roots (that is, ; € X;). It is assumed that ; is the midpoint of the interval X;. More
about interval extension can be found in the book [11]. R =R

According to the subset property and Lemma 1 it follows «; = M*(x;) € X; = M(x;). Define a new inclusion interval X;

by

Hilli (1 — Mi+ UiMi]}/((,Zi)) —uf (§7; — Misz,i)>

:Y\ii= Xi — Uil — > (i=1, V), (17)
2(1 — u,-Sl,i)
where
v 1 k
Sii= | — k=1,2).
ki ;M](x,-—)g) ( )
J#i

If the denominator of (17) does not contain the origin, then the iterative formula (17) defines an iterative interval method
for the simultaneous inclusion of all multiple roots of a polynomial P providing « € X; in each iterative step. Conditions for
the convergence and the order of convergence of the interval method (17) will be considered in the forthcoming research.

6. Further improvements

The presented accelerating generator of Traub’s type produces higher-order basic methods for finding simple and
multiple roots of nonlinear equations. The basic method (10) in real or complex arithmetic and the method (17) in real or
complex interval arithmetic can serve for further improvements by using suitable corrections which considerably accelerate
the convergence speed of the basic methods without additional function evaluations. In this way their computational
efficiency is significantly increased. Such an approach for simple zeros is presented in the papers [12,13], together with
an extensive discussion of initial computationally verifiable conditions that guarantee the convergence of the methods
presented in this paper, numerical examples and comparison of various methods of the similar type, including the basic
methods (10) and (17) and their improvements. For this reason and the required limit of papers addressed to this journal,
the reviews of computational aspects and convergence conditions are omitted.
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